Abstract

A hot flow curve approximation performed via flow stress models as well as artificial neural networks requires precisely estimated constants. This estimation is in the case of highly-nonlinear issues often solved via gradient optimization algorithms. Nevertheless, by natural processes or physical laws inspired approaches (metaheuristic algorithms) are also of high interest. In the submitted manuscript, three selected metaheuristic algorithms were compared under the approximation of an experimental hot flow curve dataset via the well-known Hensel-Spittel relationship. One often used gradient algorithm was also included into this comparison. Results have showed that the metaheuristic algorithms are useful if such complex approximation model is applied and no estimate of material constants from a previous approximation issue is used. On the other hand, if this estimation exists, the gradient algorithms should provide a better solution.
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1. INTRODUCTION

Since the last century, approximation of experimentally obtained sets of hot flow curves has been being realized via variously designed equations (flow stress models) – see e.g. overview in [1]. In the last years, however, so-called artificial neural network (ANN) approach [2] is gradually taking place instead of these models because of higher approximation performance. In addition, combination of the classical flow stress models with ANN approach is also studied [3]. Nevertheless, each mentioned method requires determination of approximation-model constants (synaptic weights and biases in the ANN terminology). It is clear that proper estimation of these constants plays a key role at achieving of high approximation accuracy. However, the ANN approach and some flow stress models represent a highly-nonlinear curve-fitting issues (practically without the possibility of rearrangement to linear form) which cannot be analytically solved by the Legendre’s linear least squares method [4]. It is therefore understandable that these approximation issues are practically solvable with the use of numerical (iterative) techniques. For instance, gradient algorithms, e.g. Cauchy’s gradient descent (GD) [5], Gauss-Newton (GN) [6] and especially Levenberg-Marquardt (LM) [7,8] are by years proven and often used tools for the solving of nonlinear least squares problems. Nonetheless, besides of the mentioned gradient techniques, a promising alternative enabling to find an optimal solution has been being gradually developed since the mid-twentieth century – so-called metaheuristic algorithms are inspired by natural processes or physical laws [9]. These algorithms are advantageous because of their high robustness and the fact that an optimal solution can be found even despite of very rough initial estimation of approximation-model constants. A large group of metaheuristic algorithms is represented by so-called population-based algorithms. This group namely includes e.g. Genetic Algorithm (GA), Fish Swarm Algorithm (FSA), Cat Swarm Optimization (CSO), Grey Wolf Optimization (GWO), Whale Optimization Algorithm (WOA) or Artificial Bee Colony (ABC) and others – see overview in [9,10].
In the submitted manuscript, three representatives of the metaheuristic algorithms (GA, ABC and FSA) are compared with respect to the approximation accuracy of the well-known Hensel-Spittel relationship. In addition, the obtained results are subsequently compared with the commonly used gradient algorithm, namely Levenberg-Marquardt. The aim of this research is to compare the accuracy of proposed optimization algorithms and suitability of their use with respect to the hot flow curve approximation.

The research is performed on the experimental hot flow curve dataset of the chromium-molybdenum steel. This dataset has been obtained by means of the uniaxial hot compression tests on the Gleeble 3800. The approximation procedure has been performed for the experimental curves under the following thermomechanical conditions: deformation temperatures (1223 K, 1373 K and 1523 K), strain rates (0.1 s\(^{-1}\), 1 s\(^{-1}\), 10 s\(^{-1}\) and 100 s\(^{-1}\)) and the true height strain up to 1.0.

2. CHARACTERIZATION OF THE CURRENT APPROXIMATION ISSUE

The Hensel-Spittel (HS) relationship belongs among often-used equations which are intended to approximate an experimentally obtained hot flow curve dataset. The mathematical expression of the HS relationship used in this research is given by equation (1) [11]:

\[
\sigma(HS) = p_1 \cdot \varepsilon^2 \cdot \exp \left( \frac{p_2}{T} \right) \cdot (1 + \varepsilon)^p \cdot \exp(p_5 \cdot \varepsilon) \cdot \exp(p_6 \cdot T) \cdot T^{p_7} \cdot \varepsilon^{p_8} \cdot \varepsilon^{p_9} \cdot \varepsilon^{p_{10}}
\]  

In equation (1), \( \sigma(HS) \) (MPa) represents the calculated flow stress level and \( \varepsilon \) (\( \cdot \)) is the corresponding true strain value. The symbols of \( T \) and \( \varepsilon \) denote the deformation temperature (K) and strain rate (s\(^{-1}\)), respectively. Model constants which have to be determined are then denoted as \( p_1 \) – \( p_{10} \).

In the present research, optimization procedure (i.e. searching for optimal values of \( p_1 \) – \( p_9 \)) was being realized with respect to the minimization of MSE (Mean Squared Error [12]) performance function:

\[
\min_{p} \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} [\sigma(HS)_i - \sigma(T)_i]^2
\]  

In equation (2), \( \sigma(HS)_i \) (MPa) represents an \( i \)-th value of the HS-model output (equation (1)) and \( \sigma(T)_i \) (MPa) is a corresponding target (experimental) value. Note, the \( i = [1, n] \subset \mathbb{N}, \) where \( n \) is the number of datapoints of the examined flow curve dataset.

3. METAHEURISTIC SEARCHING FOR OPTIMAL VALUES OF MODEL CONSTANTS

The utilized metaheuristic optimization algorithms are schematically outlined in the Figure 1. The left side of the diagram shows mutual features of all metaheuristic algorithms. As the very first step, initial set of various solutions (vectors of model constants) is generated. This step is mostly performed pseudo-randomly. Nevertheless, solution from a previous approximation task can also be used, which can improve a convergence speed. As the second step, the produced solutions are evaluated with respect to the performance function – equation (2) in this research. After this step, the predefined algorithm-terminating criteria are checked (e.g. minimum of performance function, number of iterations or elapsed time). If the terminating criteria are not met, the chosen metaheuristic algorithm is activated – see the right side of the diagram in Figure 1.

3.1. Genetic Algorithm (GA)

The genetic algorithm optimization has been established by Holland in 1975 [13] on the basis of Darwin’s genetic principles and natural selection theory (1859) [14]. In accordance with the genetic terminology, constants of an approximation-model are labeled as genes. A specific combination of these genes (i.e. vector of constants) then represents an individual (i.e. possible solution). The genetic algorithm iteratively modifies the population of individuals through the production of new generations of possible solutions. Creation of new generation is performed by means of three mathematical processes which are analogy to the genetic principles: specifically, selection (choosing of appropriate individuals from the previous generation of
solutions), crossover (i.e. exchange of genes between selected pairs of individuals (parents)) and mutation (random change of some genes). For more detailed description see e.g. [15].
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**Figure 1** Basic block diagram of the utilized metaheuristic optimization algorithms

### 3.2. Artificial Bee Colony (ABC)

Based on the behavior of honeybee (Apis mellifera) swarm, Karaboga (2005) [16] has proposed the so-called artificial bee colony optimization. With respect to the specific terminology, vectors of possible solutions (i.e. constants of approximation model) are in the case of the ABC algorithm entitled as food source positions. Similarly as in the case of the GA optimization, pseudo-randomly generated set of possible solutions (food source positions) is during the course of the ABC algorithm gradually modified by the generating of new positions. The generating of new food source positions is mediated via two stages. In the first stage, so-called employed bees are sent to find new possible food sources in the neighborhood of the current sources when each employed bee explores the neighborhood of one source. Practically, each pseudo-randomly generated solution is modified in order to create a new one. If a newly calculated food source has a higher quality of nectar (i.e. better value of performance function), the previous source is replaced just by this new one. At the end of the first phase, nectar quality of each food source position is evaluated and submitted into the stage two. In the second stage, employed bees share their information about nectar quality of individual food sources with so-called onlooker bees in the hive. Each onlooker bee probabilistically selects one previously discovered food source position on the basis of roulette wheel selection. Onlooker bees then become to be employed bees and the ABC algorithm is returned back to the stage one. It should be noted, the neighborhood of each food source position is explored by a predefined number of trials. A specific position is abandoned if its trial number is reached (i.e. if the employed bee cannot find better food source position). If this situation occurs, the employed bee become to be a scout bee and is sent to find a new potential food source (i.e. a new position is pseudo-randomly generated in order to replace the abandoned one). Detailed description and corresponding mathematical equations for food source generating can be found e.g. in [16,17].

### 3.3. Fish Swarm Algorithm (FSA)

The FSA algorithm has been invented by Li et al in 2002 [18] on the basis of imitation of fish swarm behavior at food searching. As in the case of the ABC algorithm, pseudo-randomly generated set of possible solutions (food source positions) is gradually modified by the generating of new positions. Each artificial fish is
associated with one source and searches for new sources in its neighborhood on the basis of four different types of behavior – see Figure 1. Each fish behavior type mediates the creation of new food source position by a different way. It can be said, the essence of this algorithm is very similar to the ABC algorithm. However, the mathematical approach for a new-food-source generating is, of course, different – see detailed overview in [10].

4. RESULTS AND DISCUSSION

The material constants \((p_1, p_2)\) of the Hensel-Spittel relationship (equation (1)) have been determined on the basis of each above introduced metaheuristic optimization algorithm. Their final values are sorted in Table 1. This table also contains the values of constants which were calculated on the basis of commonly used Levenberg-Marquardt (LM) gradient algorithm [7,8]. All utilized algorithms have been written and applied in the programing environment of the Octave-4.2.1 (free version of the well-known Matlab software).

Table 1 The values of the material constants of the Hensel-Spittel relationship

<table>
<thead>
<tr>
<th></th>
<th>(p_1)</th>
<th>(p_2)</th>
<th>(p_3)</th>
<th>(p_4)</th>
<th>(p_5)</th>
<th>(p_6)</th>
<th>(p_7)</th>
<th>(p_8)</th>
<th>(p_9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>1.4·10^{-3}</td>
<td>1.2·10^{-1}</td>
<td>-6.3·10^{-3}</td>
<td>-1.1·10^{-4}</td>
<td>-1.6·10^{-1}</td>
<td>-2.9·10^{-3}</td>
<td>2.3·10^{-1}</td>
<td>-9.3·10^{-2}</td>
<td>1.5·10^{-4}</td>
</tr>
<tr>
<td>ABC</td>
<td>2.7·10^{-2}</td>
<td>3.1·10^{-2}</td>
<td>-1.3·10^{-2}</td>
<td>3.3·10^{-5}</td>
<td>-1.0·10^{-1}</td>
<td>-3.6·10^{-3}</td>
<td>2.4·10^{-1}</td>
<td>-2.4·10^{-1}</td>
<td>2.6·10^{-4}</td>
</tr>
<tr>
<td>FSA</td>
<td>1.5·10^{-0}</td>
<td>8.8·10^{-2}</td>
<td>-6.8·10^{-3}</td>
<td>1.1·10^{-4}</td>
<td>-2.8·10^{-1}</td>
<td>-4.7·10^{-3}</td>
<td>1.5·10^{-0}</td>
<td>-2.9·10^{-1}</td>
<td>3.0·10^{-4}</td>
</tr>
<tr>
<td>LM</td>
<td>1.2·10^{-0}</td>
<td>1.1·10^{-1}</td>
<td>-5.2·10^{-3}</td>
<td>1.2·10^{-5}</td>
<td>-2.4·10^{-1}</td>
<td>-4.7·10^{-3}</td>
<td>1.5·10^{-0}</td>
<td>-2.9·10^{-1}</td>
<td>3.0·10^{-4}</td>
</tr>
</tbody>
</table>

Figure 2 displays the graphical comparison among the experimental (boxes) and via the Hensel-Spittel relationship approximated (lines) flow curves. It can be said, with respect to the utilized metaheuristic optimization algorithms, the FSA approach (solid lines) gives the best approximation fit (practically visible at lower strain rates). The worst approximation is then given by the GA optimization (dash-dot lines). However, the representative of gradient algorithms (i.e. LM) gives practically the same results as the metaheuristic FSA optimization – the dot lines (LM) are superimposed by the solid lines (FSA). This is also confirmed by the similar values in their vectors of constants (see Table 1). It is also clear, the ABC algorithm (dash lines) provides similar results like the FSA and LM approaches. In order to quantify the approximation accuracy of the utilized algorithms, the relative percentage error, \(\eta\) (%), has been applied [3]:

\[
\eta_i = \frac{\sigma(HS) - \sigma(T)}{\sigma(T)} \cdot 100
\]

The distribution of the \(\eta\)-values is clearly expressed in the form of clustered histogram – see Figure 3, where each optimization algorithm is associated with a unique color. This histogram confirms the assumption about the close similarity of results which have been calculated by the FSA and LM algorithms – see the blue and black columns. The \(\eta\)-deviation of both approaches is ranging in the same range (i.e. from \(\sim 12\%\) to \(\sim 18\%\)) and the associated mean values, \(\mu\) (%), and standard deviations, \(\sigma\) (%), are almost identical. The ABC optimization (red columns) provides a less accurate approximation fit – its \(\eta\)-deviation is ranging in the wider range (from \(\sim 12\%\) to \(\sim 30\%\)), and the corresponding \(\mu\)-values and \(\sigma\)-values are in the comparison with the FSA or LM algorithms less favorable. With regard to the GA optimization approach (green columns), the \(\eta\)-values are ranging in the very wide range (from \(\sim 18\%\) to \(\sim 54\%\)), which is in a good accordance with the flow curve description in Figure 2. This fact is also reflected by the very unfavorable values of \(\mu\) and \(\sigma\).

It can be said, based on the obtained results, the FSA and LM algorithms are both for the optimization with regard to the Hensel-Spittel equation ideal candidates. However, it has to be said, the LM algorithm has not been able to calculate the constants of the HS relationship without an estimate from a previous approximation task. Gradient-based (i.e. derivative-based) nature of the LM algorithm is its stumbling-block since a derivative cannot be calculated if the approximating model returns error values – which can be occurred if the initial
estimate of material constants is generated without considering the mathematical essence of mathematically complex model. In the case of the FSA algorithm, on the other hand, the final HS-model constants have been gained even with a rough pseudo-random estimate. It can be concluded, based on the obtained findings, the LM algorithm is more favorable if a previous estimation is available. The FSA algorithm should be then more useful in the case of new (mathematically complex) model implementation when the first estimation can be performed via the FSA algorithm and the final one via the LM approach.
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*Figure 2* Flow curves of the chromium-molybdenum steel: experiment (boxes), calculated by Hensel-Spittel: FSA (solid lines), ABC (dash lines), GA (dash-dot lines), LM (dot lines)
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*Figure 3* Distribution of the relative percentage error
5. CONCLUSION

Three different metaheuristic optimization algorithms have been utilized and compared in the sense of struggle for the hot flow curve approximation accuracy. The submitted research has been performed on chromium-molybdenum steel. The well-known Hensel-Spit tel model has been used as the approximation equation. Metaheuristic approaches, namely Genetic Algorithm (GA), Artificial Bee Colony (ABC) and Fish Swarm Algorithm (FSA), were applied to calculate the material constants of the selected approximation model. In addition, standardly used Levenberg-Marquardt (LM) optimization algorithm was employed for comparison with the proposed metaheuristic algorithms. The results have showed a high performance in the case of the FSA and LM. The LM algorithm has provided slightly better results – but only with the use of estimate from a previous approximation task. The FSA approach has been able to gain early the same results regardless of this previous estimate. Combination of both algorithms is thus recommended if a previous estimate is not available and approximation model is highly complex and sensitive to errors due to the roughly estimated constants.
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