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Abstract

In managerial decision-making, we encounter situations that include simple or complex decisions. The
company management often must take into account the sequence of decisions where each decision affects
the next one. A tool used in solving these types of subsequent decision-making problems is called dynamic
programming.

An integral part of logistics processes is also the loading of goods (products) into the cargo compartment of
the vehicle and their shipment to the customer.

This article deals with optimizing the loading of goods into the limited cargo compartment of a vehicle in order
to maximize the value of the cargo.
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1. INTRODUCTION

There is no simple model for solving dynamic programming problems. Therefore, these problems are classified
into groups, each of which has a formulation and method of solution. However, the basic approach and the
logic of solving all the problems of dynamic programming is the same. [1]

Dynamic programming can solve problems that can either be segmented into a sequence of decisions or that
are composed of a series of small problems to start with. [2]

Analysis in dynamic programming is based on the Bellman's optimality principle, which says: “The optimal
method has the property that whatever the initial state and initial decision are, any remaining decisions must
create an optimal tactic given the state resulting from the decision.”

The understanding of the optimality principle is that if we start in a current stage, the optimal decision for the
remaining stages depends only on the state in the current stage and not on the means that brought the system
to this state (the optimal tactic is independent of decisions used in earlier stages). [3]

Unlike most other mathematical models for dynamic programming, there is no standard recursive relationship
[4]. Itis therefore not possible to use a generic calculation tool (e.g. the simplex method of linear programming).
It is however possible to classify the problems of dynamic programming into "groups" and build a special
calculation process for each of them [5]. Despite the fact that these groups differ in structure and calculation
procedures, they use the general approach of dynamic programming. These groups are:

° Allocation problems - these problems are broken into smaller problems,

° Multi-periodic problems - are divided into two or more sections,

° Network problem - PERT and other networks may often be viewed as dynamic programming problems,
and so resolved,

o Multiphase problems - these problems arise from situations in industrial production,

° Feedback problems - these problems typically occur in electronics, aerospace, automotive industry,

° Markov decision problems.
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2. MATHEMATICAL DESCRIPTION OF DYNAMIC PROGRAMMING

The relationship between the yield at each stage and optimal yield is the key to the process of dynamic
programming. [6] The relationship of the individual yields is called a recursive relationship. For dynamic
programming, it is important to write recursive relationships for each problem. When the equations are written
down, we can perform the dynamic programming calculations. The recursive relationship tells us that the
optimal yield in each stage for each of the states is determined as the value of the best option, with each option
including the total immediate yield and optimal yield calculated in the previous stage [7].

General description

n - index for the current stage indicates how many stages there are from the current state to the end of the
problem,

n-1 - previous stage,

Sn - system state in the current stage to which the recursive relations relate,

Sn-1 - state in the previous stage,

fa(Sn) - total yield realized for each variation from state sn in stage n to the end of the problem,
f*.(sn) - optimal total yield, best fn(sn) from state sn in stage n,

fn-1(sn-1) - optimal yield obtained in the previous stage,

ra(Sn,dn) - optimal yield realized in stage n, when the decision d, is made for the specific value s, of the state
variable,

dn - decision between variants made in stage n in the currently considered state.

The recursive relationship for state s in stage n is then:
f n(Sn)=min du[rn(Sn,dn) +  n-1(Sn-1)] (1)

Dynamic programming reduces a complex problem into a series of simpler problems. After the actual
reduction, it is still necessary to solve the subproblems. The subproblems can be solved with methods such
as:

° Calculation - in many cases very effective, because the number of possible solutions of subproblems is
finite and small,

° Mathematical programming - in many cases the subproblems represent problems of linear or non-linear
programming and can be solved as such,

° Sequential search - in some cases iterative procedures may be used in which the solution is improved
step-wise.

3. APPLICATION OF DYNAMIC PROGRAMMING TO THE PROBLEM OF STORING GOODS INTO A
LIMITED SPACE

We have 4 types of palettes of commaodities with a limited delivery quantity for each of them. The weight and
value of commaodities are given in Table 1. Find which items and in what quantity they should be loaded into
the compartment of a truck, if its maximum load is 11 tons and the goal is to maximize the value of the cargo.

Table 1 Problem input data

Iltem Weight [t] Value
Palette A 2 18
Palette B 4 25
Palette C 5 30
Palette D 3 20
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3.1. Mathematical description

n - stage under consideration,

Xn - number of items of type n to load,
vy - value of item of type n,

w, - weight of item of type n,

K - maximum available capacity,

Sy - state (remaining available weight) in stage n.

3.2. Formulation of dynamic programming

This problem belongs to the group of allocation problems.

Stage means any kind of item.

State is the remaining capacity available for allocation, i.e. states 0, 1, 2, 3 .... 11.

At each stage, it is necessary to decide how many units of each item are to be incorporated into the optimal
mix.

The following recursive relationship describes this problem:

f'n(Sn)=min Xn[VnXn +  p.1(Sn-WnXn)] 2)
where,

sn- the remaining weight for allocation,

VnXn - current yield,

f'n(sn) - optimal total yield in stage n for state s,

fn-1(Sn-Wnx») - optimal yield in the previous stage.

Solutions will involve four stages, because there are 4 items.

Stage 1

Table 2 shows states on the left-hand side. On the top, there are the numbers of palette D that can be loaded.

Table 2 Stage 1. - palette D

State s7tons f181 = vix1 = 20*x1 (number of palette D to load - 3 tons each)

suitable for %

allocation for X1 =0 X1 =1 X1=2 X1 =3 f*1(s1)

palette D

0 0 0
1 0 0
2 0 0
3 0 20 20
4 0 20 20
5 0 20 20
6 0 20 40 40
7 0 20 40 40
8 0 20 40 40
9 0 20 40 60 60
10 0 20 40 60 60
11 0 20 40 60 60
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Since the weight of palette D is 3 t, either 0, 1, 2 or 3 units may then be loaded. The table gives the yield
calculated according to the formula specified in the table above.

Mathematical description of stage 1:

The yield function is given by the formula vixs= 20*xs, where x; determines the number of units palette D. The
column of optimal solution is expressed as f1(s1) = maximum (vix1), where f1(s1) is the optimal yield starting
from state sy and using the optimal method from stage 1 to the end.

Stage 2

At this stage, palette C with the remaining weight are allocated based on the best procedure recommended in
stage 1. Table 3 shows yields for different states. Total yields are f2(s2) = 30*x2 + f*1(s2 - 5x2); and optimal
yield is max f1(s2).

For instance in state 10, if 10 tons are available, the following 3 alternatives are possible:

o Zero to palette C, then 10 palette D. From Table 2 we can derive that the optimal allocation of 10 palette
D gives a yield of 60,

° One to palette C leaves 5 tons. The best allocation of 5 (from state 1) gives 20 + 30 obtained from
allocation 1 to palette C for a total yield of 50.

° One to palette D, two to palette C, takes 10 tons; that means, nothing is left. Therefore, the yield is 2*30
= 60.

Table 3 Stage 2. - palette C

State s tons f2s2 = 30*x2 + f*1(s2 - 5x2) (number of palette C, each 5 tons)

suitable for

allocation of *2(s2)

palette C and x2=0 X2 =1 X2 =2

palette D
0 0 0
1 0 0
2 0 0
3 20 20
4 20 20
5 20 30 30
6 40 30 40
7 40 30 40
8 40 50 50
9 60 50 60
10 60 50 60 60
11 60 70 60 70
Stage 3

The results are listed in Table 4. The function of total yield is:
f3(s3) = 25%x3 + f2(S3 - 4x3) (3)

and f'3(s3) = max f3(s3)
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Table 4 Stage 3. - palette B

State ss tons f2s2 = 25"x3 + f*2(s3 - 4x3) (number of palette B, each 4 tons)
suitable for
allocation of *3(S3)
palette C, palette X3 =0 x3=1 X3 =2
D and palette B
0 0 0
1 0 0
2 0 0
3 20 20
4 20 25 25
5 30 25 30
6 40 25 40
7 40 45 45
8 50 45 50 50
9 60 55 50 60
10 60 65 50 65
11 70 65 70 70
Stage 4

The results are listed in Table 5. The function of total yield is:
f4(S4) =184 + f3(84 - 2X4) (4)
and f4(S4) = max f4(S4)

Table 5 Stage 4. - palette A

State s4tons fa(sa) = 18*x4 + f*3(s4 - 2x4) (numMber of palette A, each 2 tons)
suitable for
allocation of
palette C, *4(54)
palette D, x4=0 x4 =1 x4=2 x4=3 xe=4 X4
palette B and
palette A

11 70 78 81 84 92 90 92

I}
S

4, OPTIMAL SOLUTION

The initial state is s4 = 77 and its solution is the solution of the whole problem. The optimal solution reads as
X4 = 4, i.e. 4 palettes A (weight 8 tons). The remaining 77 - 8 = 3 tons are allocated in an optimum manner
according to the 3" stage (Table 4). Then x3 = 0 and no palette B is loaded. The check then continues to stage
2 (Table 3). From table x, = 0, finally moving to stage 1. (Table 2). Optimal solution for 3 tons is x4 = 1.

Therefore, the best solution is:
X4 = 4 palettes A,
X1 = 1 palette D.
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Total yield is 18*4 + 20*1 = 92.

5. CONCLUSION

The allocation problem has several variants. For instance, it may be required that at least one unit (or more
than one unit) of each item shall be loaded. The goal may be to minimize costs. Additional restrictions can also
be attached, such as limits of volume. Due to the special structure of dynamic programming it is difficult to
design a standard computer program for it. Either a special program for every problem must be designed or
an extremely large variety of options must be constructed.
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